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ABSTRACT. In models with irrecoverable investment and uncertainty in the output price it
is a well-established result that uncertainty increases the output price that a firm starts in-
vestment. This paper studies a model of irrecoverable investment (entry) where the variable
cost and output price are characterized by two correlated geometric Brownian motions. The
numerical results indicate that in the presence of high levels of correlation the impact of
uncertainty in output price is ambiguous and depends on the level of variable cost. Specifi-
cally, increasing uncertainty in output prices increases the entry output price for low levels
of variable cost and the reverse happens for high levels of variable cost. Therefore, in the
presence of high levels of correlation the conventional result does not hold anymore. More-
over, this study establishes that increasing the correlation level decreases the entry output
price.
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1. Introduction

Understanding firms’ investment decision is one of the most crucial and active fields of
inquiry in economics. This problem manifests itself in many fields of economics such as
economic growth, industrial organization, public, and financial economics. As noted by
Bloom (2014) and observed by Alexopoulos and Cohen (2009) uncertainty significantly
affects firms’ decision to invest, and hire labor. One crucial question for academics and
policy-makers is the relation between the uncertainty in market conditions and a firm’s in-
vestment choice. The uncertainty can stem from different sources such as the uncertainty
in the firm’s output price, input cost (marginal cost), and competition level.

Many investment problems with uncertainty require an initial irrecoverable expendi-
tures which is sometimes referred to as sunk cost. The sunk cost can be thought of as a
market or industry specific capital cost. For instance, it could be the lease cost of a firm
that requires office space for operating when there is high cost of cancellation. The sunk
cost could be in the form of capital depreciation. Consider an artificial intelligence consult-
ing company that requires high performance computing power for its operation. However,
due to technological progress these computers substantially lose their market value after
couple of years. In many cases a firm has an option to postpone investment'. Due to the
dynamic and stochastic nature of this problems delaying investment decision affect a firm’s
profit in two opposite ways. For instance consider a firm that has the option of investing
and entering a market with stochastic output price. If the firm delays the investment de-
cision, it loses the revenue of not operating (opportunity cost of not operating). However,
delaying provides the firm an opportunity of having new information about the output
price and entering the market when the price is high, see Bernanke (1983) for a detailed
treatment this trade-off. Pindyck (1990) provides a comprehensive review of the problems
with sunk cost and option to delay investment.

One of the most influential models of investment (entry/exit) with irrecoverable cost
and option to delay is proposed by Dixit (1989). In this model a firm has the option of
entering a market by paying a sunk cost. When the firm is active the output price follows
a geometric Brownian motion, and each unit of output costs a deterministic variable cost.
This uncertainty in the output price could be thought of stochastic shifts in the demand
for the firm’s product. The model establishes that higher levels uncertainty in output price
increases the value of waiting (postponing). Considering that the price is always positive,
and zero is an absorbing barrier of the output price, the firm’s revenue is bounded from
below. Therefore, it is optimal for the firm to wait longer and enter the market at a higher

"However, there are cases that postponing investment is not feasible or optimal. For instance, when a firm
has to patent a product, or lunch a new product before its competitors.



levels of output price.”

Most of the models of investment with uncertainty only consider one source of uncer-
tainty, for instance uncertainty in output prices or input prices. This assumption signifi-
cantly reduces the mathematical complexity of these problems. However, it severely re-
stricts the applicability of these models to real world problems of investment. For instance,
Marmer and Slade (2018) empirically study the effect of uncertainty on investment deci-
sion for the case of U.S copper mines. They make a puzzling observation, that the firms’
(mines’) scrap value upon exit is almost the same as the sunk cost , i.e. the firm’s gets most
of the initial sunk cost recovered by liquefying the mine. This observation is a manifes-
tation of simplistic assumptions in investment models under uncertainty and their limited
applicability to real world investment problem.

This paper introduces a model of investment with more than one source of uncertainty.
Specifically, this research studies the entry decision of a firm with a sunk cost and the op-
tion to delay where the variable cost and output prices are characterized by two correlated
geometric Brownian motions. For the sake of simplicity, it is assumed that when invest-
ment (entry) decision is made then exit is not an option.” One can think of several reasons
to explain the correlation between the variable cost and output price. One important ex-
ample of correlated input and output price can be found in the literature of foreign direct
investment, if a product is produced in one country and sold in another the correlation
between the input and output is lower than the situation if they were both produced in the
same country. See McGrattan (2012) for an introduction to the theory and some evidence
on foreign direct investment.

From an economic perspective there is a rich literature that studies the effect of uncer-
tainty in market condition on entry and investment decision, both empirically and theo-
retically. To name a few, Caballero (1991) studies the effect of adjustment costs and com-
petition level on entry decision. Bar-Ilan and Strange (1996) studies how time-to-build
can hasten investment under uncertainty. Grenadier and Wang (2007) studies the effect of
time-inconsistent preferences on entry decision. Paddock, Siegel, and Smith (1988) show
that uncertainty increases the value of offshore oil leases which consequently hastens in-
vestment decision. However, to the best of the author’s knowledge the only manuscript
that studies the correlation between variable cost and output prices as a generalization of

“Mathematically speaking, the value function of waiting is a convex function of the output price, therefore
by Jensen’s inequality uncertainty in output price increases the value of waiting. The same effect happens
in McCall job search models, that reservation wage that an unemployed worker above which accepts the
job offer increases with the uncertainty of wage distribution, see McCall (1970) and Ljungqvist and Sargent
(2018).

3The numerical solution used in this study has the flexibility to allow exit by paying some exit cost f.
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Dixit (1989) is provided by Bar-Ilan and Borodko (2019).

The key difference between this research and Bar-Ilan and Borodko (2019) lies in the
structure of sunk cost. Bar-Ilan and Borodko (2019) assumes that the sunk cost a firm
needs to pay in order to enter the market is a linear function the variable cost. This
assumption elegantly reduces the mathematical complexity of the problem and firm’s de-
cision of entry can be explained analytically with a one dimensional state variable, namely
gross mark-up. This assumption might be well-justified in some situations. However, it
is restrictive and substantially limits the scope of the model’s application to real world’s
problems. For instance, this assumption can be justified in the literature of real estate eco-
nomics. Consider an individual who has the option of purchasing a house with a mortgage.
The down payment, which is a fraction of the house market value, is the initial fixed cost
and the mortgage monthly payments can be thought of as variable cost.

One of the main contribution of this research is relaxing this assumption and study firms’
entry decision in a more general setting which is more suitable for empirical studies . Re-
laxing this assumption leads to a two dimensional state space problem, which requires
solving a two dimensional partial differential equation with an unknown boundary for
the entry decision. Problems of this kind are notoriously hard to solve and most of them
have no analytical solution. Therefore, this research utilizes a numerical method based on
Brekke and @ksendal (1994) and the algorithm implemented by Fackler (2018).

Our theoretical and numerical results indicate that unlike the case of Bar-Ilan and
Borodko (2019), the firm’s entry decision rule cannot be characterized by the firm’s mark-
up. Therefore, the entry decision rule in the space of variable cost and output price is not a
straight line and can be concave or convex (or both in different regions) depending on the
parameters. This result is reflection of the structure of the overall cost. The overall cost
of operating is not a homogeneous degree one function, therefore the problem cannot be
explained by the mark-up.

The most novel result of this research is that the correlation between variable cost and
output price plays a crucial rule in the firm’s entry decision. Most importantly, when the
correlation is high, the impact of uncertainty in output price on entry depends on the level
of variable cost. In the presence of high levels of correlation, increasing uncertainty in out-
put prices increases the entry output price for low levels of variable cost and the reverse
happens for high levels of variable cost. This result is in contrast with the conventional
result that uncertainty increases the entry output price.
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Our results indicate that by holding the rest of the parameters fixed, the firm enters at
a lower output price as the correlation increases, which confirms Bar-Ilan and Borodko
(2019) findings. Finally, increasing the sunk cost delays entry regardless of the level of
correlation and uncertainty.

This problem can be generalized to answer a wide range questions in economics. For
instance, consider a worker that has the option to accept a job offer were wage has an sto-
chastic element, such as commission and bonuses. However, there is a sunk cost associated
with accepting the job, such as relocation cost. Another example would be an employer
seeking to hire a new employee, knowing that the employees efficiency is stochastic, in
order to hire a new employee the employer needs to pay the sunk cost of searching for the
most suitable employee and probably signing bonus upon hiring. Therefore, the solution
to this problem can be used to address questions that often rises in labor economics and
contract design literature.*

This paper is organized as follows: The model is introduced in Section 2. Section 3
establishes that the value function of an idle firm does not have a closed form solution for
some rich families of function. It also addresses under what condition(s) this problem can
be solved analytically. Section 4 provides a brief introduction to the numerical methods
used to solve this problem. The numerical results are provided and discussed in Section
5. Finally, Section 6 concludes and outlines possible future works. The proofs of the
propositions and lemmas can be found in the Appendix.

2. The Model

A risk-neutral firm has access to a production technology with an option (right) of en-
tering the market at anytime. Upon entry the firm must incur a lump-sum sunk cost k. Let
the output flow of a project be a unit of production. When the firm is active it can sell
each unit of output for price p and pays a variable (marginal) cost w for its production.
Once the firm is active, exit is not an option. However, this assumption can be relaxed by
adding an exit lump-sum cost (or scrap value).” We assume that the firm is a price-taker
in both input and output markets. The variable cost and output price are characterized by

“It is worth mentioning that there is a close connection between this problem and option theory in financial
economics. A call option is a contract that gives the buyer the option to buy (a stock or commodity) for an
upfront price (or premium). The seller is obliged to sell at a certain time or anytime depending on the type
of the option, see Hull (2003) for an introduction to financial options. In this problem the sunk cost can be
thought of the premium and the production line as a combination of buying a call option with an underlying
asset that pays p and simultaneously issuing another option call with underlying asset that pays w.

®Note that adding an exit cost does not change the qualitative features of the firm’s entry behavior.
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two correlated geometric Brownian motion. Specifically:
/T 2
(2.1) dw _ [ Wit di + WOwp Wouy/1—p dz ’
dp Dy Dpop 0 dz

where dw and dp are the incremental changes in the variable cost and output price. z; and
29 are independent standard Brownian motions satisfying

(2.2a) E[dz] = E[dz] =0,
(2.2b) E[dz}] = E[dz3] = dt
(22C) E[dzleQ] = 0.

Moreover, p is the correlation of dp and dw. The firm discount future revenues and costs
with rate a r. Moreover, r > 1, and r > p,. Note that this model is an extension of Dixit
(1989) where the assumption that w is constant and deterministic is relaxed.

The firm’s problem has two continuous state variables, p, w and one discrete variable
E € {0,1}. When E = 0 the firm is idle and when E = 1 the firm is active. In general the
firm can switch between £ = 0 and £ = 1 by paying the entry and exit costs. However,
assuming exit is not option simplifies the problem by prohibiting transition from £ = 1 to
E = 0. The value of an active firm (£ = 1) that is operating at output price p and variable
price w is simply the expected discounted value of its profit p — w.

Proposition 2.1. The value function of an active firm can be written as:

(2.3) Fipwy=—L_ Y

T = Up r_ﬂw'

Proof: See Appendix 7.1.

However, the value function of an idle firm that is waiting to enter the market, denoted
by V(p,w), is not as trivial as the value function of an active firm.

Proposition 2.2. The value function of an idle firm solves

+—02w282—v+ 8_V+ wa—v—TV—O
apow | 27w Guz THP g, TG, -

v V.1

(2.4 + 00 pPW

2, 2
2P op?

Proof: See Appendix 7.2.
The economic intuition behind this proof relies on the fact that an idle firm has zero pay-

E [dV(p,w)}

off, therefore the capital gain of holding the option of entry, -

discounted return rV (p, w).

, must equals the
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Equations 2.3 and 2.4 are not enough to uniquely solve the entry decision of the firm.
Since there are two continuous state variables that the firm has to take into account, the
firm’s decision depends on both p and w. When p is relatively higher than w the firm is
active and idle otherwise. Therefore, there are two regions in the (p — w) space, one in
which the firm is active and one in which the firm is idle. Moreover, the firm is indifferent
at the boundary of these regions, denoted by 0C. Therefore, the indifference condition
can be written as:

(2.5) V(p,w)|oc = F(p,w)|ac — k.

This condition is also referred to as value matching. Since F'(p, w) is strictly increasing in p
and strictly decreasing in w the boundary can be expressed as a function, denoted by p(w).
Therefore, the idle firm entry decision rule can be stated as:
(2.6) E(p,w) = {O r= ]i(w) :

1 p>p(w)

Intuitively p(w) is a strictly increasing function. If the price of input w increases, it
is optimal for an idle firm to enter the market at a higher output price. Another set of
conditions that is required to establish a unique solution of the firm’s decision problem
are what is referred to as smooth-pasting or high-order contact. Smooth-pasting conditions
require that the directional derivatives of value functions at the points of indifference must
be equal, specifically

oV oF
(2.7a) 0_p|30 = a_p|80 ’
and

oV oF
(2.7b) %|ac - %‘aa :

The smooth pasting conditions imply that the marginal value of waiting and operating
must be equal at the optimum, see Sgdal (1998) . These conditions can also be under-
stood under some no-arbitrage condition, see Dixit and Pindyck (1994):130-32. A de-
tailed and comprehensive explanation of smooth-pasting conditions can be found in Dixit
(2013). Strulovici and Szydlowski (2015) provides a rigorous mathematical treatment of
smoothness of the value function and its relation to smooth-pasting for one-dimensional
ItO processes.

A set of conditions is also required to ensure that there will be no “explosive” solutions,
specifically:

(2.8a) Zl)l_)I% V(p,w) =0,
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(2.8b) lim V(p,w) = 0.

w—r00

These conditions state that there is no value in holding the entry option if the output price
is zero, and similarly if variable cost is extremely high.

Definition 2.1. (Entry Problem) : The solution to the firm’s entry problem is a set of
functions {V (p, w), F(P,w), p(w)} that satisfies equations 2.3,2.4,2.5, 2.7, and 2.8.

3. Theoretical Investigations

Problem 2.1 is sometimes referred to as free boundary problem. The difference between
this problem and the partial differential equations (PDE) that shows up in natural sci-
ences and engineering is the existence of the endogenous unknown boundary p(w). One
dimensional version of this problem, with underlying geometric Brownian motion has a
closed form solution. However, the existence of analytical solution for this problem is not
established to the author’s knowledge. It is not uncommon to see manuscripts in the liter-
ature that provide an analytical solution for problems similar to Problem 2.1, see Pindyck
(2000), and Pindyck (2002), see also Balikcioglu, Fackler, and Pindyck (2011) for the cor-
rection.

This section establishes that the value function of the idle firm is neither log-separable
nor homogeneous of degree one. Moreover, it provides a condition (a modification to the
problem set-up ) under which the problem has an analytical solution.

Proposition 3.1. Problem 2.1 has no solution of the form :
V(p,w) = All(p)Q(w),
where 11, Q2 are twice continuously differentiable functions and A is a non-gero constant.

Proof: See Appendix 7.3.

It might seem reasonable to assume that Problem 2.1 has a solution that is homogeneous
of degree one. This assumption is true and can be proved for the case of stochastic sunk
cost outiliend in Dixit and Pindyck (1994):207-211. However, Problem 2.1 does not accept
a homogeneous of degree one solution.

Proposition 3.2. Problem 2.1 does not have a solution of homogeneous of degree one.

Proof: See Appendix 7.4.

This proposition establishes that it is not simply the mark-up (m = 2) that determines
the firms optimal decision for entering the market.
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Proposition 3.3. Problem 2.1 has an analytical solution if the sunk cost is a linear function
of marginal cost, (i.e. k = kw). The value function of idle function V (p,w) is homogeneous
of degree one, and the boundary of idle and active region is a upward-sloping line crossing the
origin. Moreover, the firm’s entry decision is determined by mark-up. °

Proof: See Appendix 7.5.

Propositions 3.1 and 3.2 indicate that problem 2.1 might not have an analytical solution.
However, some quantitative features of the idle-active boundary can be established.

Proposition 3.4. For w = 0, the boundary of idle and active region has the following value:

_ g

0) = ——k(r—

p(0) po— (r = pp),

where p(0) = p(w) ‘w:O , and v is the positive root of the following quadratic equation:
1
Q(x) = 50;2)17@ — 1)+ ppx — 1.

Proof: See Appendix 7.6.

This result provides a partial test for the numerical results, by comparing the numerical
value of the boundary at w = 0 with the theoretical value provided in this proposition.

4. Numerical Method

Problem 2.1 is an example of an optimal switching models. An introduction to optimal
switching in the literature of real options can be found in Schwartz and Trigeorgis (2004).
Brekke and @ksendal (1994) establishes that optimal switching models can be reduced to
functional complementarity problem.

The problem of an idle firm can be written as:

where £ is a linear differential operator’
51“62+ a2+222+ 9, 0
= —0.p° == + 0,0,ppwW —oLw — — A+ W=
2P op? pTwhP opow 2 dw? P p@p Pl 5

Brekke and @ksendal (1994) shows that equations 4.1 in addition to equations 2.8, which
ensure no “explosive” solution, solves Problem 2.1. The economic intuition behind these

®This proposition is based on the results of Bar-Ilan and Borodko (2019).
7[ is a linear differential in a sense that

(1) for every two C? functions f, and g, L(f +g) = Lf + Lg

(2) for every constant a € R, and C? function f, L(af) = aLlf.
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conditions is that when the firm is idle it must be that V' (p, w) > F(p,w) — k and the rate
of return rV (p,w) must be at least as big as the capital gain of having the entry option
TV(p, ’LU) 2 Ev(pa U}).

One way of finding a numerical solution to the complementarity problem described
by 4.1 is by using projection methods (see Judd (1996), Miranda and Fackler (2004)).
In this case projection methods reduce infinite-dimensional functional problems to finite-
dimensional problems on a grid in the state space. Consider a grid in the (p — w) space,
G =(0,p1, ..., Pn,) % (0,wy, ..., wy, ), One can write an approximation for V' (p, w) as follows:

Np Ny
Vip,w) =YY cijdlpi,w)),

i=1 j=1
where ¢ is a family of known basis functions such as Hermite polynomials, Chebyshev
polynomials, piecewise linear functions, or cubic splines, see Li and Racine (2007) for a
comprehensive introduction to basis functions approximation. {¢;;} are constants that to
be determined by collocation methods, which solves the optimality conditions for every
point on the grid G. Since F(p, w) has an analytical form, substituting V (p, w) and F(p, w)
in 4.1 yields an complementarity problem which is referred to as vertical linear complemen-
tarity problem which is a generalization of standard linear complementarity problem.

The most crucial element of Problem 2.1 is the boundary where the idle firm chooses to
become active, the boundary (approximately) consists of the points on the grid such that
V(p,w) — F(p,w) + k is less than some tolerance level e. A detailed and comprehensive
treatment and implementation (in MATLAB) of this algorithm for optimal switching mod-

els can be found in Fackler (2018).

There are two ways to implement the numerical solution for this specific case. First, by
allowing the firm to exit by paying an exit cost f and choose an arbitrary high exit cost.
Second, by directly solving the problem and not allowing exit at all. The ultimate goal of
this research is to empirically estimate these parameters. In our data set the firms exit the
market at a positive price. The exit decision is informative and can be used to estimate
the exit parameter f. Therefore, in this research the first approach is chosen. It is worth
mentioning that the nature of this problem restricts the choice of family of basis functions.
It is known that optimal switching problems are not very smooth at the boundary. Smooth-
pasting conditions establish that the first order derivatives are continuous, but the second
order derivatives are usually not. For this reason piecewise linear functions are chosen to
capture second-order discontinuity at the boundary.
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5. Numerical Results

This section provides the numerical solution to Problem 2.1. The most crucial feature
of this model is the boundary between a idle and active firm, i.e p(w). Figures 1-5 provide
comparative statics for p(w) for different sets of parameters. Since the aim of this research
is to study the effect of uncertainty in output price (0,) and the uncertainty in variable cost
(0,) in the presence of correlation (p) between these two processes, the drift parameters
(44p, p1p) are held constant at zero.

Figure 1 confirms the first theoretical contribution of this paper established in Proposi-
tion 3.2, i.e., it is not simply the mark-up that determines the firm’s optimal decision for
entering the market. As shown by Bar-Ilan and Borodko (2019), when mark-up is the only
determinant of entry decision then p(w) should be a linear function. However as shown
in Figures 1-5, p(w) is generally a nonlinear function. This result is a reflection of the
cost structure of the entry problem. The expected present value of the firm’s overall cost
is k — #, which is not a homogeneous of degree one function. Therefore, the value
function of an idle firm cannot be homogeneous of degree one and as a consequence the
entry decision problem cannot be determined by the firm’s mark-up.

Figure 1 also illustrates the impact of uncertainty in output prices on p(w) when the
correlation is zero for two different case : (a) o, > o0, and, (b) 0, < 0,,. In both cases in-
creasing o, creates an upward shift in the boundary. Therefore, regardless of the values of
o, and o, increasing o, increases the entry output price. Since dp and dw are independent
and o, is held fixed, similar to the one-dimensional case (i.e. Dixit (1989)), increasing the
uncertainty in output price increases the value function of the idle firm. Therefore, it is
optimal for the firm to wait longer in order to obtain more information about the price.

Figure 2 illustrates the main findings of this paper. These figures show the impact of
uncertainty in output prices on p(w) when the correlation is very high for two different
case : (a) o, is sufficiently larger than o,, and, (b) o, ranges from o, < o, to sufficiently
larger than o,,.

As shown in Figure 2a, when the uncertainty in output price is sufficiently higher than
the uncertainty in variable cost, increasing o,, increases the output price (for a given w).
This results can be explained by considering two limiting case. When w is small (i.e.
e < k) the overall cost of entry is dominated by the fixed cost and the marginal cost
is negligible. This case is (approximately) the same as the one-dimensional problem pro-
vided by Dixit (1989). In this case increasing o, increases the output price that the idle

firm enters the market. When w is large (i.e. > k), the overall cost of entry is
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FIGURE 1. The impact of the output price uncertainty (o,) on the entry de-
cision rule, with zero correlation between input and output price.
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dominated by the variable cost and the fixed cost is negligible. In this case, as shown
in Proposition 3.3, the problem can be reduced to a one-dimensional problem where the
mark-up determines the optimal entry rule. When o, is sufficiently larger than o, the
mark-up volatility is a strictly increasing function of o,. Therefore, increasing o, creates
an upward shift in p(w). Since increasing o, creates an upward shift in both limiting cases
and p(w) is a strictly increasing function of w, increasing o, creates an upward shift in the
boudary for all values of w.

However, as shown in Figure 2b when ¢, moves from 0.05 (¢, < o,,) to 0.1 (¢, > 0y,)
the impact of uncertainty reverses depending on the level of the variable cost. In this case
there is a crossing in the boundaries of idle-active regions. When w is small, increasing
o, increases the output entry price. When w is large, increasing o, decreases the output
entry price. This is a novel result, that to the best of the author’s knowledge, has never
been discussed in the literature. One way to understand this result is by considering those
two limiting cases. When w is very small the overall cost of entering is dominated by the
sunk cost k£ and the variable cost is negligible. Therefore, the results are very similar to the
one-dimensional case where only the output price is stochastic. Therefore, increasing o,
increases the entry output price.

When w is very large, the sunk cost becomes negligible. And the predominant cost
of entry is the expected discounted present value of variable cost. In this case again as
shown in Proposition 3.3, the firm’s entry decision depends on the mark-up. The effect of
uncertainty in output price on the uncertainty of mark-up can be written as:

9o _ O (02 —

do, Oo,-7?
When o, < po,, increasing the uncertainty in output price decreases the overall uncer-
tainty in mark-up. Therefore, the firm enters at a lower output price (for a given w). Since
the boundary is a continuous function there must be a w* in the middle where these two
boundaries cross each other.

20,0,p + qu] = 2(0p — paw).

Figure 3 illustrates the impact of the correlation between dp and dw on p(w) for two
different cases: (a) o, > o,, and (b) 0, < o,. In both cases increasing the correlation
creates a downward shift in the boundary. Therefore, regardless of the values of o, and
0w, the firm enters the market at a lower output price (for a given w) or higher variable
price (given for a given w) for higher levels of correlation. The firm’s overall uncertainty
stems from two sources, namely, output price and variable cost. When the marginal cost
is high, the fixed cost is negligible and the entry problem can be explained by a special
case of the model provided by Bar-Ilan and Borodko (2019), namely the case of zero sunk
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FIGURE 2. The impact of the output price uncertainty (o,) on the entry de-
cision rule, with positive correlation between input and output price.
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cost. In this case mark-up determines the entry decision and as shown in the proof of
Proposition 3.3 the mark-up volatility can be written as:
afn = 012, — 20,04p + afv.

Therefore, increasing the correlation decreases the volatility of mark-up which conse-
quently creates downward shift in the boundary. However, due to the non-linear nature of
this problem and lack of an analytical solution, the same argument cannot be made for low
and mid-range levels of marginal cost. A better understanding of the effect of correlation
on entry price requires a thorough theoretical investigation.

Figure 4 illustrates the impact of changing the sunk cost on p(w) when the correlation
between dp and dw is zero for two different cases : (a) o, > 0y, and (b) o, < 0,,. When
the correlation is zero, increasing the sunk cost creates an upward shift in the boundary.

Figure 5 illustrates the impact of changing the sunk cost on p(w) when the correlation
between dp and dw is non-zero for two different cases : (a) p > 0, and (b) p < 0. When the
correlation is non-zero, increasing the sunk cost creates an upward shift in the boundary.
Therefore, Figures 4 and 5 illustrate that regardless of the values of ¢, 0,,, and p the firm
enters the market at a higher output price (for a given w) or lower variable price (given
for a given p) for higher sunk cost. Intuitively, when the sunk cost increases the firm has to
be compensated with higher output price (lower variable cost) to be indifferent between
being active and idle.
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FIGURE 3. The impact of correlation between variable cost and output price
on the entry decision rule.
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FIGURE 4. The impact of sunk cost (k) on the entry decision rule, with zero
correlation between output and input price.
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Entry Decision Rule
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(A) The boundary p(w), for paramters (u, = p, =0, p = 0.5,0,, = 0.08, 0, = 0.11, r = 0.025)
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(8) The boundary p(w), for paramters (u, = , =0, p = —0.5,0,, = 0.08,0, = 0.11,7 = 0.025)

FIGURE 5. The impact of sunk cost (k) on the entry decision rule, with non-
zero correlation between output and input price.
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6. Conclusion

Most of the models of investment with uncertainty only consider one source of un-
certainty, for instance uncertainty in output prices or input prices. This assumption sig-
nificantly reduces the mathematical complexity of these problems. However, it severely
restricts the applicability of these models to real world problems of investment. This pa-
per provide a more realistic model that the firm faces two sources of uncertainty, namely
output price and variable cost.

This paper studies the problem of a price-taker and risk neutral firm has access to a pro-
duction technology with an option (right) of entering the market at anytime. Upon entry
the firm must incur a lump-sum sunk cost k. The output price and variable cost are char-
acterized by two correlated geometric Brownian motions. The theoretical results highly
indicate that this problem does not have an analytical solution. Therefore, a numerical
approach is utilized.

The theoretical results established that, as opposed to Bar-Ilan and Borodko (2019),
mark-up cannot be the only determinant of the firm’s entry decision rule. The entry de-
cision can be characterized by a strictly increasing curve p(w) in the space of marginal
cost and output price. This curve is generally nonlinear and depending on the parameters
can be either concave or convex, or combination of both in different regions. This result
is a reflection of the cost structure of the entry problem. The expected present value of
the firm’s overall cost is k — T_“;w, which is not a homogeneous of degree one function.
Therefore, the value function of an idle firm cannot be homogeneous of degree one and as
a consequence the entry decision problem cannot be determined by the firm’s mark-up.

The numerical results indicate that for high levels of correlation the impact of uncer-
tainty in output prices (¢,) on entry price is ambiguous and depends on the variable cost.
Specifically, when o, > ¢, the conventional result that increasing o, creates an upward
shift in p(w) holds. However, when o, < ¢, this relation depends on w, when w is small
increasing o, increases p(w) and when w is large this relation is reversed. This novel effect
is a reflection of non-linearity of this problem. This results can be explained by consid-
ering two limiting cases that have analytical solutions. When w is small, the overall cost
of operating is dominated by the fixed cost and the variable cost is negligible. This case
is the approximately the same as Dixit (1989) problem which entry price is an increasing
function of ¢,. When w is large, the overall cost of operating is dominated by the variable
cost and the sunk cost is negligible. In this case the overall cost is homogeneous of degree
one and the mark-up determines the entry decision. When ¢, < o,, and correlation level
is high the uncertainty in mark-up is a decreasing function of ¢,,. In this regime, when w is
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sufficiently large the entry price is a decreasing function of o,. Therefore, the effect of o,
on entry reverses as w increases.

The numerical results indicate that regardless of the parameters, increasing the corre-
lation decreases the overall uncertainty. Therefore, the firm enters the market at a lower
output price, which confirms the findings of Bar-Ilan and Borodko (2019). When the
variable cost is high the entry behavior can be explained by the firm’s mark-up. The mark-
up uncertainty is a decreasing function of the correlation, therefore, increasing p decreases
the uncertainty in the mark-up and creates a downward shift in the boundary of idle-active
regions. However, due to the non-linear nature of this problem and lack of an analytical
solution, the same argument cannot be made for low and mid-range levels of marginal
cost. A better understanding of the effect of correlation on entry price requires a thorough
theoretical investigation.

Finally, the theoretical (Proposition 3.4) and numerical results show that regardless of
the parameters, increasing the sunk cost increases the output entry price for a given level
of variable cost. Since the sunk cost is deterministic, increasing sunk cost increases the
overall cost of operating and consequently creates an upward shift in the boundary of
idle-active regions.
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7. Appendix

7.1. Proof of Proposition 2.1

Since the active firm has no exit option, it collects the annuity flow of p — w, therefore
the value function is the discounted net present value,

F(p,w) = E{/OOO e (p(t) — wl(t))dt|,

changing the order of integration and expectation one can write,

F(p,w) = / e_rt(pe“"t — we““’t)dt - _r .
0 T = Hp T = Moy

w

|
A more detailed proof of this proposition for one-dimensional case can be found in Stokey
(2009).

7.2. Proof of Proposition 2.2

Let (21, ...,zn) denote an n-dimensional Brownian motion, and (31, ...,sm) denote an
m-dimensional It6 processes as follows:

d81 1251 11 ... O1m le
ds, Lhn, Onl --- Opm dzm
or in a matrix form
ds = pdt + odz

where 4;, and o, ; satisfies some regular conditions stated in definition 4.1.1 in @ksendal
(2003) for alli € {1,...,n},and j € {1,...,m}.

Theorem 7.1. (Multivariate It6 formula) Let ds be an n-dimensional Ité process. Let v(t, s)
be a C*> map from [0, 0] x R" to RP. Then the process y(t,s) = v(t, s) is another process such
that Vk € {1, ...,p}

gk — Jgi, I Pon
dy = Lt + 3 D, 4 dsids;.
W= o T 2 s T ;; Dsids;

See Pksendal (2003) for the proof.
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Since the idle firm has zero payoff, its value function at time ¢ (corresponding to (p, w))
must equals its discounted expected value in an infinitesimal change in time

V(p,w) = T rth[V(p, w) + dV (p,w)].

Using multivariate It6 formula for dV (p, w)

oV oV 10%°V 10%V 0%V
E[dV(p, w)] = E —dp —I— %dw + §Wd —|‘ §a—dw + 8p8w

Applying the expectation operator and preserving only O(dt) terms, one can write

oV ov 15 282‘/ 1, ,0%V 0?V
E[dv(p,w)]zuppa—p-i-,uwwa w+— o,D o —i——U w %—Fpapawpwapaw.

dpdw |.

Using the first order expansion of —— = 1 — rdt and rearranging yield

1+7°dt
! 82V+0'0 w82v+102w282—v+ G—V—i— wa—V—TV—O
2pp82 rTwPPs o 27w Gz TP, T e, -

7.3. Proof of Proposition 3.1
Suppose there exists a solution of the form
V(p,w) = All(p)Q2(w).

Without a loss of generality assume p = 0. Substituting the ansatz in the inactive firm’s
Hamilton-Jacobi-Bellman yields

SO (P)w) + 5030 Y ()TT(p) + T ()O(w) + o ()T (p) — T R)Ow) = 0.
Dividing by II(p)€2(w) and rearranging yields
1 o 21"(0) M) 1, 0 (w) ¥ (w)

D + Hpp =r——-o,w wW .
270 ) ) T 2 aw) M aw)
Considering the left-hand side is only a function of p and the right-hand side is only a
function of w, one can write

. 11"(p) II'(p)

1 2
_ 7 —C,
2% M(p)  "PTi(p)
1, 2" (w) Y(w)
T o’ Qw) ") ~©
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where c is a constant. The last two equations are ordinary differential equations with the
following solutions:

I(p) = Byp®;
Q(w) = Byw”,

where B, and B,, are some constants such that A = B,B,,. The pair («, #) must satisfy

1 1
(7:3) 50p(a = 1)+ gy 5L B(8 = 1) + S — 7 =0,
and
a>0,06<0.

The last two inequalities ensure that boundary condition described by Equation 2.8 are
not violated.

Lemma 7.1. The intersection of {(a,5) : @ > 0,8 < 0} and the set of («, §) that satisfies
Equation 7.3 is non-empty. Moreover, the positive root of Equation 7.3 for § = 0, is larger

than one.

Proof: Equation 7.3 is as an ellipse (see Figure 6) with following standard form:

1
ag bg
where 1
g = ——M—Z;,
2 o,
_ 1w
Bo = 5—0—3),
2r o?
2 _ 2 w 92
a0:—2+040+ 5 P05
p Tp
2 2r 0127 2 2
b050_2+_2 + B

Therefore, the right vertex of the ellipse can be written as:

o 2r 5 02
U+:Oéo+a0:a0+ _2+Ck0+—250 >0
Up Up

given r > (0. The bottom vertex of the ellipse can be written as:

2r 02
vﬁzﬁo—bozﬁo—\/g—ﬁa—é’a%ﬁ%- <0

given r > 0.
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(ao, 50)

(%)

/|

\i

[

| @

FIGURE 6. The standard form of the ellipse described by Eq. 7.3

Therefore, the set of {(«, 3) : @ > 0, 5 < 0} that satisfies Equation 7.3 is not empty.

When /3 is zero, Equation 7.3 can be written as:

1
éaia(oz — 1)+ ppa —r =0,

which has two roots as follows:

1y 2r 1 2
O‘i:§_§i\/§+(§_§ -
p p p

By assumption r > up, therefore, one can write

UP p p p
|
The value matching and smooth pasting conditions can be written as:
(7.6) Ap(w)rwf = 2w
= lp T = My
— a—1,_08 __ 1
(7.7a) Aap(w)* ™ w” = ,
T = Hp
— a, B—1 1
(7.7b) App(w)*w” " = —

T —



25

(r—pp)w e .~ RS
(T_lu‘p)w"’_k(r_lup)('r'_#w)/ '\\\ \\\

FIGURE 7. Existence and uniqueness of (a*, 5*).

Dividing Equation 7.7a by Equation 7.7b and rearranging yields

_ a\ r—
(7.8) plw) = — (—) w
( ) B T = Mty
Similarly, dividing Equation 7.6 by Equation 7.7a and rearranging yields
_ a [r—p
(7.9) p(w) = p— L” — uiw + k(r — up)] :

Equating the left-hand side of equations 7.8 and rearranging 7.9 yields

(7.10) Ty — m] B4 () = Lt
T — [y T — [y T — [y
Lemma 7.2. There exist a unique («*, %) which satisfies o > 0, 5* < 0, Equation 7.10, and

Equation 7.3. Moreover, o* > 1.

w.

Proof:
Note Equation 7.10 describes a downward sloping line in the space of («, 3). The (-
intercept can be written as (r—pp)w which is between zero and one, and the

. i . (T_ﬂp)w"‘k(’"_ﬂp).(r_ﬂw) . X .
a-intercept is 1 (see Figure 7 ). As shown in Lemma 7.1, the intersection of the ellipse and

{(a, B) : @ > 0,8 < 0} is non-empty. Moreover, when £ is zero the larger « on the ellipse
is larger than one. Therefore, (o*, 3*) is unique and o* > 1. B

Therefore, if a solution of the form AIl(p)Q(w) exists, it should be in the form of Ap“w?,
and for every w, (a, ) uniquely solves equations 7.3, and 7.10. The boundary where the
firm is indifferent between entry and waiting is uniquely determined with equation 7.9 (or
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7.8). The constant A can be found by substituting p(w), «, and /5 in the value matching
condition (equation 7.6 ) or one the smooth pasting conditions (equations 7.7a, 7.7b).
Now consider the following parameters (0, = 0.1,0, = 0.1, 1, = 0.0,6, = 0.0, =

0.05,k = 5). Setting w = 1 and solving the model for A yields

Al =192,
and setting w = 2 and solving the model for A yields

Al =214

This result contradicts the assumption that A is constant and not a function of w. H

7.4. Proof of Proposition 3.2
Assume that V(p, w) is homogeneous of degree one. Assuming w # 0, one can write
V(p,w) = wV(%, 1) = wo(m),

where m = £, m can be interpreted as the gross mark-up of the firm. The HJB of the idle
firm can be written as:

1
5(013 — 20,0,p + 0 )m*v" (m) + (pp — po) mo'(m) — (r — p)v(m) = 0.
The value matching condition can be written as:
T 1 k
v(m) = — -

T = Up T = P w
and the smooth-pasting conditions can be written as:
1

)
= p

v'(m) =

1
T — fly
Combining the smooth-pasting conditions and rearranging yields

v(m) —mv'(m) = —

m 1
U(m) = - )
= lp T = M
which contradicts the value matching condition for any non-zero and finite values of %,
and w. B




27
7.5. Proof of Proposition 3.3

Defining m as the gross mark-up, the HJB equation of an idle firm can be written as:

1
(7.12) 5(02 — 20,0,p + o) m*v" (M) + (ptp — po) mv'(m) — (r — p)v(m) = 0.
The value matching condition can be written as:
7 1
v(m) = mo — K,
T = Up 7= Hw
and the smooth-pasting conditions can be written as:
1
U/(m) = )
r— ,up
_ . 1
v(m) —mv'(m) = — — K.
T — Ly

Note that one of the smooth-pasting conditions is redundant. Therefore, in order to solve
the problem of the idle firm the value matching and the first smooth-pasting condition is
sufficient. Note that HJB equation of the idle firm is a linear ordinary differential equation.
Therefore, using v(m) = C'm” as an ansatz, the HJB equation can be written as:

1
(7.14) 5(05 = 20,000 + a3 )n(n = 1) + (i — )1 = (= 1)) = 0.

One can show that Equation 7.14 has a negative root and a positive root. Moreover, the
positive root (1) is larger than one. The value function of an idle firm can be written as:

V(p, w) — C’p’”wl’"*,

which is homogeneous of degree one. And p(w) can be written as:

p(w) = ( T )(T_Mp)[1+(7‘—uw)l-€}w.

77+_1 T = M

|
For a comprehensive and detailed treatment of this problem see Bar-Ilan and Borodko
(2019).

7.6. Proof of Proposition 3.4

Since w is a geometric Brownian motion, w = 0 is an absorbing barrier. If w = 0 is
observed then the idle firm expects w stays at zero indefinitely. Therefore, the problem is
reduced to a one-dimensional one as follows:

,d?V av

oop? = + ppp—— — 1V =0,

1
2 dp? dp
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p(0)

V(p(0)) = —k

o) = 2

dV 1

% p=p(0) r _,U/p.
lim V(p) = 0.

p—0
Substituting V' = Dp” as an ansatz yields

Q) = 102x(x — 1)+ ppz —r =0.

= 3%

It can be shown this quadratic equation has a positive and a negative root. Moreover, the
positive root, denoted by ~ is larger than one. Rejecting the explosive root (the negative
root), and substituting the ansatz in the value-matching and smooth-pasting equations and

rearranging yields
_ g
p0) = ——k(r — ).
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